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Executive Summary

This Deliverable is part dfask T4.3 Edge Intelligence and User Interfacinky.provides a
thorough Stateof-the-Art analysis bdifferent edge intelligencarchitectures andtechniques

and discussetheir applicabilityfor low-power embedded systemgdditionally, an extensive
analysigs givenof i KS | a ! dgé int&digenc® core anidformationis provided orthe
implementations on different use cases as descrilmddeliverable D1.10 AMANDA Opera-
tional Scenarios Definition vZor theimplementaions, experimental resultare detailedon

the total power consumptionincluding the power consumption of thexistingsensors as

well asthe accuracy of the predictioné presentation ofhe configurable user interfacthat
canbe utilisedi 2 aS0dzLd I YR RS@St 2L) dzLl2y liKka®odivanl b5! Q&
Lastly,the result of the evaluatiof another SoAarchitecture suitable for lovpower edge
processings presented

Task T4.3 Edge Intelligence and User Interfacimgpartof WP4- Cybersecure mesh com-
munication and processingf the AMANDA project. The aim of WP4oismplement the ap-
propriate wireless technologies for the card, as well as the appropriate cyber security, cloud
platform connection and user interfacing.

The research results of this document will provide further directions to optimize the edge in-
telligence capabilities of the AMANDA platfor@ince the individual, partneteveloped com-
ponents of the system are not in their final form and the miniaturized pG®type is still
under design and development, additional evaluation and optimization of the data fusion
component will be performed as part dask T5.3 Software optimization for enhanced func-
tionality and autonomy boost.The results of this process will be reportedieliverable D5.3

- Report on Software optimization
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1 Introduction

The main purpose dfask T4.3 Edge Intelligence and User Interfaciligyto design and de-
velop amulti-functional and lightweight edge intelligence engine to support the AMANDA
card's lowpower and intelligent capabilities, to provide a usable and configurable user inter-
faceto developers for enabling the setting up and additional development of the core engine
and to investigate the embedded storage and processjtimisation of the AMANDASSC

This Deliverable details the implementation of different intelligence modeds thilise Al
techniques to provide predictive and reactive intelligence to &MANDAASSC. Supervised
learning was used together with classification and regression ML methods to identify patterns
extract and select features, perform predictions and mdkeisions with minimal human in-
volvement. Furthermore, different optimisation techniques have been applied during the de-
velopment of edge intelligence strategies and algorithms to further reduce their energy re-
quirements.During the design and evaluatigrhases, key performance metrics were taken
into consideration related to power consumption, memayd computing power require-
ments. This Deliverable includegetailedevaluationof the performance of the ML models in
terms of power consumption, memory ragements as well the accuracy of each model for
the differentScenaris of the project.

ML is asubsetof Al and computer sciencbased on the ideahat a system can bérained
without being explicitly programmed by using historical data and algorithms, in oraeinta

the way that humans learn, gradually improving its accuracy. Recommendation engines are a
common use case for ML applications. Other popular uses include iamaggpeech recogni-
tion, traffic prediction, fraud detection, spam filtering, malware threat detection as well pre-
dictive maintenance.

Deep learning is a subset of ML that consists of two basic elements: training and inference,
both of which can be perfornmaton different processing platformBigurel illustrates the two

main piecesaandthe processing platforms which are needed to execute each phaae bfL
model The training phase typically occurs offline, on high performaoogputer nodesr in

the cloud and involves feeding massive labelled data sets iDfdM. The result of the training
phase is a trained neural network thathen deployedcan perform a sgcific task such as
counting and tracking people within a working place, monitoring transportation conditions of
vaccines, or determining the authenticity of a bill. Inference is the process of deploying a
trained neural network on an embedded system tkakcutes the algorithnmDue to theem-
bedded system's constraints, the neural network is often trained on a different processing
platform than the one that performs the inference.

Training Phase Trained Network Inference

__________________________________________________________________

__________________________________________________________________

Figurel Deep learning development wiftow

Ul design is the procesisat designers use to build interfaces in software applicatjéosus-
ing on looks or style and ensuring that the interface contains elements tkatimple to ac-
cess, understandnd use in order to facilitate those actions. Also, it is responsible for interac-
tions between the user and the application and it is one of the most important part of all
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applications A successful user interface should be simple, effective, easy tangsshould
support the effective functionality of the applicatiomterface elementgommonlyinclude:

f

il

Input controls: a component that allows users to enter data, e.g. buttons, text fields,
checkboxes, radio buttons, dropdown lists, list boxes, togglet field

Navigational components: a component that helps users move around an application
or website, e.g. breadcrumb, slider, search field, pagination, slider, tags, icons
Informational components: a component that shares information with usecdud-
ingtooltips, icons, progress banotifications, message boxes amwbdal windows
Containers: a component hold related content together, e.g. accordion

A usable and configurable interface has been desigisgoart of Task T4.&hichwill be pro-
vided for developers to setup and develop upon the cadgeintelligence engine othe
AMANDA cardThe available configurations for eaBtenario are presented iBection3. An
extendedreport about the efficiency of the edge intelligence module including measurements
on different conditions for each scenario, will be providedigiverableD5.3- Report on
software optimization.

Thisdocument is structured as follows:

1
1

1
1
1

Section 1 includes the introduction and context of the document

Section 2 presents the AMANDA edge intelligeoaeponentfor each scenario as
well as its evaluation

Section Jyives details on the user interface, includmgckupsfor each scenario
Section 4 illustrates anvaluation of a specialized Iepower edge processor core
Section5 provides a summary and the conclusions of this report
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2 Edgemntelligence
Edge computing is an emerging paradigm that pushes computing tasks and services from the
network core to the network edgfL]. With the push from cloud services and pull from IoT,
data is increasingly produced at the edge dof thetwork, therefore, it can be more efficient
to also process the data at the edge of the netwf@k Edge intelligence refers to a collection
of connected systems, sensors and devices in which data is collected, procedsathbsed
close to where it is captured in a netwoik.generallyconsists of 4 main methodas illus-
trated inFigure2 [3]:
1 Edge cachinglt is responsibldor processing and storgincoming data captured by
the edge devices via a number of sensors as well aggport intelligent applications
for users at the edge
1 HEdge training A method of discovering hidden patterns in training data collected at
the edge or learning optimum weight and biases for models implementexbected
data
1 HEge inference Evaluates the performance aftrained model or algorithm on the
collected data that is for testing, by computing the outputs on the edge device
1 HEge offloading Allows an edge device to delegate any of its tasks, such as edge train-
ing, edge caching or edge inference to other edge devices in the network. It's similar
to the distributed computing model, in which edge devices form a smart ecosystem
Comparedo traditional cloudbased intelligence, which includes devices that collect and up-
load data to a remote cloud, edge intelligence processesamadysesnput data locally3],
[4]. As a result, this has some benefits otrer traditional approach
1 Low htency. Afastresponse is required for many applications as may be unable to
tolerate the time delay of transmitting data to be processed elsewhere. Edge intelli-
gence is much morefficient in cases where execution of ldatency operations close
to the field is required. This is due to the fact that large amounts of data do not need
to be transferred to the cloud, which can cause significant network latency
1 Increasedprivacy. The wse of edge intelligence eliminates the need for data to be
transferred and stored on cloud servers. This reduces the risk of data breaches and
privacy leaks, which is especially important for applications that handle sensitive data
such as citizens' persahinformation, intellectual property or business secrets
1 Reliability. It is not always possible to rely on an internet connectibns edge intel-
ligence offers an alternative to data transmission over long distances between con-
nected devices and remotéouid serversThis is very important for the AMANDA Card
that is limited in itdong-rangecommunication resources
1 Reduced power @nsumption.Power is always a priority for embedded systems, as in
several cases they should operate for a long time withaimdy charged. Moving data
consumes power, thus a reduction or elimination of data transfer offered by edge
intelligence can reduce thaverallpower consumptionThisis highly significant in the
case of the AMAND¢éard
Edge intelligence is a combination of advanced computing Ahtbcated near devices that
generate acquire and usdata. It represents thamplementationand integration of develop-
ments in industrial monitoring, digital pecessing, utility administratioand telecommunica-
tions, as well asloud computing, data analyti@ad Al. Edge intelligencenovesthese capa-
bilities near data that requires rapid review and response, allowheg to be acted on di-
rectly orto befiltered in orderto transmitonly the most relevant bits to theentre[5].
Edge intelligence is a core component of the AMAMISSCThe ultralow power character
of the system does not allow for massive amount of data to be transmiteeceived For
this reason low-power algorithmshave beendesigned and implemented to offer intelligent
processing at the ASSC levelsupport of decisional autonomy under the anticipated envi-
ronmental monitoring and tracking services.
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Figure2 Components of edgeielligence[3]

2.1 State-of-the-Art analysis
The use of Al indgecomputingScenarios is referred to asdgeintelligence. Edgatelligence
is based omovingAl support away from the cloud ammh imparting intelligence at the net-
work edge. Also, it tries to transfer as many learning and inference calculations as possible to
the edge, reducing cloud resource needs. AMANDA takes advantaggeihtelligence in-
corporating knowledge and effective techniques from a variety of fields, including but not lim-
ited to Al,computer architecture andembedded systems, as wels @mpressive sensingo
optimize the specific implementations for each Scenawiothe projectand to reduce the
power consumption of the ASSC.
Al and MLenhance the ability to extract information from massive amounts of data in order
to develop intelligent solutions. An Al/Minabled edge cloud management platform can
make datadriven inferences, predictions and decisions basedhm knowledge acquired
from previous data, with minimal human interaction. ML methods can be classified mainly
into supervised learning, unsupervised learning, seapiervised learning, and reinforcement
learning
1 Supervised learningSupervised learning is a method of trainingeamputer system
using input data that has been labelled for a certain outélt The model is trained
until it can detect the underlying patterns and relationships between the input data
and the output labels, enabling it to yie&tcurate labelling results when presented
with neverbefore-seen data. In supervised learning, the aim is to make sense of data
within the context of a specific question. The following are some of the most frequent
algorithms used in supervised learning embedded systems
o Naive bayesNB). Asimple and effective classificatiomodel that is based on
| & §eprem[T] [8]. Itisa groupof simple probabilistic classifiatgorithms
that follow the same principle
o Decision Tre€DT) A straightforwardnodel that has the benefit of providing
criteria for making judgments. It is able to deal with linearly inseparable data
and can handle redundancy, missing values, and nuadesicd categorical
types of dataAlso, it is negatively affected by high dimensionality and high
numbers of classedue toerror propagation9] [10]
o K-Nearest Neighbars (KNN. A feature similaritybased technique that as-
signs the class of the nearest set of previously labelled points to a sample
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point. The number oheighboursK, the voting threshold (for K > 1), and the
training data size all influence the efficiency and perfante ofKNN. Noise
and irrelevant features might reduce its performarieg[11]

o Support Vector MachineVM. Alinear classifier that calculates the hyper-
plane in an Ndimensional space that separates data points into distinct clas-
ses. Itis a memorgfficient inference technique that can capture complicated
data-point interactiong8] [12]. Also, the algorithm deals well with néinear
problems using kernels that map the original data in a higher dimension

o Atrtificial Neural Networks ANN). Mimic the network of neurons that are
contained in the human brain. They can learn things with the training phase
and then make a decision like humans. Also, ANN can model complex linear
and nonlinear problemfl3]. Some of the mostommonly used ANN on em-
bedded systemsicludeCNN, RNNGAN as well MLP

1 Unsupervised learningUnsupervised Learning is &L methodology in which the
model does not need the users' supervision. Instead, it allows the model to work in-
dependently to uncover previously undetected trends and knowledge. It is compara-
ble to the learning that occurs in the human brain through learmieg information.
Also, it mainly deals with the unlabelled data. The research about unsupervised learn-
ing on embedded systems are limited and are restricted to anomaly detection with
fraud detection as well automated problem identificatifi®] [15] [16]. Some of the
most used unsupervise@darningalgorithms are Knean[17], hierarchical clustering
[18], as welldensitybasedalgorithm[19]

1 Reinforcement learningReinforcement learning is a technique for an application to
learn by experimenting and receiving positive reinforcement (reward) for good re-
sponses to events. A reinforcement learning deuitat detects abnormal sensor
readings from a group of machines, for example, might attempt to restore normal
sensor readings by increasing coolant flow, lowering room temperature, lowering ma-
chine load, and so on. Since learning the action resulted iresacthe machine would
be able to perform that action more effectively the next time it encounters the same
anomalous readings. Some of the most commonly used of Reinforcement learning on
embeddedsystems is for dynamic power managem§g2d] as well for autonomous
embedded systemR1] [22]

Themain categories of Al, as well as the most common applicationembedded systems,
are depicted irFigure3 below.
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Figure3 Classification of ML algorithms

Several implementations have been made using supervised learning and are presented in the
following Sections Onthe other hand, implementations on unsupervised arthforcement
learningare limited. The differentScenarioof the AMANDA project are mainly related to
supervised learning techniques using classification methods (attempt to classify the category
of a new observation within a set of categories) and regression methods (attempt to find the
correlation between varialels and to forecast the continuous output variable dependent on
one or more predictor variables)he most commonly used algorithnrscludethe following:

NB FZ DT with Random Forests, KNN, SVM and ANN with MLP, CNN, RNN and GAN.
Tablel summarizes the advantages and disadvantages of the above popular ML methods and
their use casesMore details abouthe Stak-of-the-Art for each Scenarigan befound in
Section2.3below.
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Method [ Advantages Disadvantages Use cases
NB Does not re- 1 The assumption 1 Personal ther-
quire as much of independent mal comfort
training data predictors [25], [27]
Is capable of 1 The zero fre-
dealing with guency
both continu- 1 Is aclassification
ous and dis- algorithm that
crete data cannot be used td
Is fast and can predict a cotinu-
be used to ous numerical
make predic- value
tions in real
time
Is not affected
by irrelevant
features
Fz Smple and jus- 1 Dependent on Personal ther-
tifiable struc- human mal comfort
ture knowledge and [25]
Deal with inac- expertise Fre monitoring
curate 1 Is not alwaysc- [29], [30], [31],
and uncertain curate [33], [34]
data 1 Validation and
Easily to mod- verificationneed
ify it to im- extensive testing
prove system
performance
DT Less effort is 1 Higher time to Personal ther-
needed for train the model mal comfort
data prepara- 1 Predictions are [25],[27],[28]
tion during relatively expen- Parking spot
pre-processing sive in terms of detection [46],
Does not re- complexity and [56]
guire normali- execution time Transportation
zation of data 1 High memory is conditions [67],
Does notaf- needed as all of [68]
fect by missing the training data
values must be stored
Random Reduces over- 1 Requires a lot of Personal ther-
Forests fitting in deci- computing capac mal comfort
sion trees ity and energy as [25],[27],[28]
Can handle it creates multi-
both categori- ple trees
cal and contin- 1 Requires much
uous data time for training
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Does not re-
quire normali-
zation of data

KNN Fast model Sow prediction, Personal ther-
building especially with mal comfort
Smple imple- large datasets [24],[25]
mentation with a lotof fea- Fall detection
High accuracy tures [61]
Usefulfor re- Qurse of dimen-
gression and sionality
classification Is sensitive to
outliers
High memory is
needed as all of
the training data
must be stored
SVM Can handle Low processing Personal ther-
high dimen- capacity with mal comfort
sional data large data sets [24], [25], [26]
Is memory effi- ayQia S i Parking spot
cient with incomplete detection [44],
The risk of and noise data [46], [56]
overfitting is Fnal model is dif- Fall detection
less ficult to under- [62]
Both unstruc- stand and inter- Transportation
tured and pret conditions [67],
semistruc- [68], [69]
tured data,
such as text,
images, and
trees, works
well
ANNSs High accuracy High number of

and precise
prediction
Canhandlein-
complete da-
taset

Quitable for lin-
ear and nonlin-
eardata
Can reduce the
computational
requirements,
power con-
sumption and
the memory

footprint

features required
Are capable of
working with nu-
merical data

Training is expen-

sive due to com-
plex data models

@)
=2

Personal ther-
mal comfort
[25]

Parking spot de
tection [44],
[45], [46], [56]
Vehicle detec-
tion [48]

Fall detection
[63], [64]
Transportation
conditions [66],
[67], [68]
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1 Hre monitoring
[29]

1 FRall detection
[57], [59]

1 QGowd counting
[71], [72]

RNNLSTM

1 Parking spot de

tection [43],[45]

Tablel Summary of popular ML methods

2.2 Edgeintelligence architecture

Different techniques, implementation methods and architectures exist for each Al research
topic, as detailed in Sectid?.1. There are three main approaches feige intelligenceom-
putations, as depicteth Figure4 [23].

& g

o o &

Figure4 Different approaches ofdge intelligencg21]

1 On-device computation.On-device methods have primarily been proposed in the in-
dustrial sector to improve the provisioning of services and applications for mobile de-
vices.Al models are trained offline in a local system or cloud and the export file with
the weights of the models arenported to the edge devic§24]. Some of the ad-
vantages as mentioned above are:

o Lowerlatency with faster predictions, as data is held on th& network's
edgesand can be operated on immediately

o Increased security and privacg there is no need for data transfer on cloud
servers

o Increasedeliability,as there is no dependence on internet connection

o Reduced operating costs, since the process has a single destination rather
than circling from thecentreto local drives

1 Edgeserverbased architecture (Fog computingd form of decentralized computing
in which datacomputational resourcesstorage, and applications are distributed be-
tween the data source (node) and the clopa8]. The main differencbetween edge
and fog computing is the place where the intelligence and compute power are lo-
cated. In fog computingntelligence is at the local area network and data is sent from
endpoints to a fog gateway, where it is processed before being sent agame &
the advantagesf this approachnclude:

o Bandwidth conservation, as it reduces the amount of data transmitted to the
cloud
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o Latency is minimized and overall responsiveness is increased as the original
data processing happens near the data
o Flexibiliy of dorage, asdata canbe stored locally or retrieved from local
drives
1 Distributed computing. Computing, storage, and networking resources are shared by
several systems and operate as a single machine, with the purpose of achieving a sin-
gle goal. Computers, servers, and workstations may be located in the sameetata
tre or building and linked thragh a local network, or they may be located in various
locations, some very different geographic locations, and connected through a wide
area network or the cloud. Compared to the other two architectures the distributed
computing may occur overhead. Thisppans as all of the workstations attempt to
send at the same time. Even though this essentially brings desired results, eventually
there will be an increase in computing time as well on the system's response time.
Some of the advantages include:
o Scalabiliy
o Reliability in terms of errorDistributed networkscan bemore reliable than
single systems
o Efficiencyin terms of energy consumption, load balancing or overhead
The ondevice computing methodology was chosen to design the edge intelligence compo-
nent of the AMANDA cardrhe main reasortsehind the use of this methodologyasto cover
the low-power requirements of the ASSC with the best possible precision of the Al alggrithms
the low latency as welisfast predictions Also,the on-device computing architectureon-
tributesto the cybersecurity and privacgf the ASSQyith more information included ibe-
liverable D4.2- AMANDA Cyber Security Mechanisnmhe AMANDA edge intelligence com-
ponent, aspresented inFigure5 below, includes twophases of executian
1 Trainingphase
1 Predictionphase

Training Phase

_________________________________________________________________________

L . Feature Feature
—| Data acquisiion |—| Pre-processing |— . — .
extraction scaling

( Export file }[ Quantization 34—[ Modelling ]

_________________________________________________________________________

AMANDA \measuremen Data fusion processed
measurement, —progessed
ASSC data core data

————————————

Core

:

output

1
' data Cyber
| output security

_________________________________________________________________________

Figure5 AMANDAedge intelligence chitecture
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As the training phase is @emanding processsystems with ample resourcés terms of
memoryrequirementsand computationalcomplexityare needed. The AMANDA AS&€de-
scribed inDeliverable [1.9- Architecture design of the AMANDA system delivered (for both
breadboard and integrated/miniaturised system) vi5 a system witla restrained MClthat
haslimited capabilities in terms géerformingcomplex computations, thus lsigh-end com-
puter nodewas usedor the trainingphase.The training process described by the following
procedures:

1 Data acquisitionis the method of measuring signals that quantify re@alrld physical
conditions and converting the corresponding observations into digital numeric values
that a device can manipulate. For the AMANDA projiaet data acquisition process
includes raw dat&apturedfrom sensors integrated into the ASSC

1 Datapre-processings theprocess ofaw datapreparationto be used in aMLmodel.

It isthe first and most important step in buildingraviLmodel and includeghe fol-
lowing steps for feature extraction anfiature scaling. The input raw datequired

by the sensorsancontain missing values or outliers whishouldbe subsequently
removedin order to notaffect the accuracy of the predictions. Also, some features
may not provide useful information to the model atiterefore shouldbe omitted.
This is achieved through the process of feature extraction

1 Feature scalings part of data preprocessing and is a technique to normalize or stand-
ardize a collection of independent variables or features of data. There are several fea-
ture scalingechniquesbut three methods are used for the AMANDA project, stand-
ardization and mean normalization, ey needless execution time and thdyave
the best overall accuracy

o Standardization is a method that can reduces the numeric ranges between
the different data attributes while it helps to avoid numerical difficulties dur-
ing calculations. The procesgisscribed by the following equation:

W aQwe
YO @& XAX VA0 0 Q€ €

o

o Meannormalization is a method that changes the values of numeric columns
in a dataset to a standard scale while preserving variations in value ranges.
Theequation for men normalization is given as:

W WL QI @QQ
i A®d | EW

o Min-max normalization is a method that transforms the value of each numeric
feature into a decimal between 0 and 1. The minimum value of the features
gets transformed into O while the maximum value gets transformed into 1.
The equation for mirmax normalization is given as:

@ aQHw
i A& 1T EW

1 Modelling is the phase where the selection of tipeedictive model has to beper-
formed according to the objective that the Al model aims to achieve. There are a va-
riety of models to choose from, including supervised methods with regression and
classification models as wakunsupervised methods with clustering models, as men-
tioned above. The choice of models largely depends on the type of data that is being
used for trainingand prediction.This phasealsoincludes the training procedure of
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the Al algorithm by feeding the impdata captured by the sensongth the parameter
tuning as well as its evaluation using an evaluation dataset. The following Sections
provide more information abouthe ML modelsthat are used for each individual
AMANDA use casgenario

Quantizationis a technique that reduces the number of bits that aredisestore the
values of weight and activation functions of ANN, converting the flogioigt values

to fixed point integersA quantized model requires less storaggacecompared to

the initial model and the operations between weights are faster as the number of bits
is smaller but at the expense of the model's performance. Thus, therérégle-off
between the number of bits that represent weights and the accuracy of the model
andsome information may be lo$25]. Typically, the values of weights of an ANN are
stored as 3zvit floating-points while a quantized model is represented with a small
number of bits, such as 16 or 8 bits or exvesinglebit. Themapping offloat values

to integers is defined as:

Whereqis the quantized representationthe real valuesthe scale of initial data and
zthe offset
The output of the training phase is@odelfile that contains multidimensional arrays
with the weights of the trained model and it will be used to make-taaé predictions
on the new data inputs from the sensoiBypicallythe model files are stored ithe
HDF5 formatHDF5 is an opesource fie format that supports large, complex and
heterogeneous data. The file can contaivo different type of objects:
o Datasetswhich contain arrajike collections of raw values as weletadata
that describes the data
0 Groups, which organize data objects andludes a root group that can con-
tains other groups or berked to objects in other files
TheHDF5 format iselfdescribing andhuseach file, groumr dataset can have as-
ciated metadata that describe in precise the typelredf data Also, HDF5 allows com-
pression filters to be applied to a datasetrtonimize the amount of space the dataset
consumes

The prediction phase isxecuted by the MCUf the AMANDA ASSGQ isperformed by the
edge intelligence component and interacts withawoftware components of the card, the
data fusionandthe cyber security component.

1

Data fusion componentDetails on the component have been provide®iliverable
D2.4- AMANDA Data fusion optimization engin& summary, data fusion is the pro-
cess ofintegrating multiple data sources to produce more consistent, accurate, and
useful information compared to the information provided by any individual data
source. Data fusion is a core component of the AMANDA system. Théowtemergy
character of the gstem does not allow for massive amount of data to be transmitted.
Effort should be made to achieve a good equilibrium between data processing and
assessment that will be executed in the card and data transmitted from it. The focus
of the AMANDA project isensor fusion which relates to combining sensory data or
data derived from disparate sources such that the resulting information has less un-
certainty than would be possible when these sources are used individually. The idea
is that fusion of complementaipformation available from different sensors will yield
more accurate results for information processing problems than treating the infor-
mation from each sensor separately. Thus, mplifpose and lightweight data fusion
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& optimization engine was designeshd developed to support the lowower and
intelligent capabilities of the AMANDA ASSC
1 Cybersecurity componentOversees the authentication mechanisms of the ASSC and

is detailed inDeliverable D4.2 AMANDA Cyber Security MechanismEhe primary
goalwas to build a complete security module containing different security techniques,
in order to protect the AMANDA ASSC from malicious users or attacks. A lot of effort
has been put to make these mechanisms compliant with the constrained capabilities
of the AMANDA ASSC, in terms of processing capabilities and memory capacity. Sev-
eral authentication mechanisms have been deployed to verify if user access is author-
ized. The authentication process consists of four different stages: voice analysis, face
recognitian, iris identification and user verification. The three first concern the collec-
tion of user biometric factors and then, the fourth stage consists of a combining
method of the above, so as to conclude whether the user is granted access or not. The
collection of the biometrics is done with the use of the sound and image sensors of
the ASSC

The AMANDA higlevel modular architecture is visualizedRigure6. The workflowcan be

summarized as follows. The utilized environmental sensors wake up from the MCU, gather

respective readings including temperature, humidity and &% the raw data is subsequently

delivered to the MCU via the respective serial communication protd@®Ilor SPI. The read-

ings are gathered at different timings, from 5 @ seconds, depending on the specific

AMANDASenario. Then, the data fusion optimization engine transforms the data to a more

usage friendly format, such as floatipgint or Qnumber format, that will be used as input in

the edge intelligence core. Thele of theedge intelligence module is to fumer process the

data to ensure that theequiredaccuracy of the decisiemaking system is reacheéds a last

step, the data is passed to the cylmcurity software module to ensure that no sensitive data

will be wirelessly transmitted to guarantee the@ezNA G& 2F GKS Sy R dza SNRa

Enviromental w Data Fusion pmcessed Edge Intelligence
dat
Sensors ata Core ~ dam core
processed processed
data data
b 4 RF
ata .
Cy ers:clurlty output transmission
module component

Figure6 AMANDA Higtevel modular architecture

The edge intelligence core consists of two elemgeagsillustrated irFigureb:

1 Load exported file The fileis the result ofthe training phaseénto AMANDA cardt
contains multidimensional arrays with the quantized weights of the trained model and
they will be used for the prediction of the new stafiehe size of the quantized weights
depends orthe specific AMANDAcenariowith an emphasis on loygower and low
memory requirements

1 Execute ML modelThe second part of the edge intelligence core receives the data
from the data fusion component and using the quantized weights from the previous
element make useful predictions and decisions for eSobnario of theAMANDA
card. The output of this element can be stored in #RAM and then processing by
the cyber security component
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2.3 AMANDAUSse Cases

ThisSection describes the architecture of the edge intelligence component from a functional
viewpoint, focusing on thavay the different algorithms are integrated into each use case

nario. Such a viewpoint characterizes the fundamental organization of the system, describes
the responsibilities of its functional elements, in the form of the edge intelligence mechanisms
and defines their primary interactions with other elements.

The edge intelligence component's functional view structure model includes its functional el-
ements, interfaces, connections, and external entities. An extended description of a function
view of a sftware and hardware system is presentgdDeliverable D1.3; Architecture de-

sign of the AMANDA system v2.

For e&zh of the use cas&enario, a Stat®f-the-Art analysidss presentedadescriptionof the

main functionality of the edge intelligee component is summarised, thdependencies of

the edge intelligence core witbther external components aréetailedand experimental re-
sultsare provided.

2.3.1 Scenario SC01: Environment and thermal comfort monitoring

2.3.1.1 Stateof-the-Art

An 10T system to estimateersonal thermal comfort is presenteéd [26], using a combination

of environmental sensors andL algorithms. The system consisted of an Arduino Mega 2560
connected to a Raspberry Pi, which operated as a gateway for sendingdieds collected

data to the cloud. Also, differemiL techniques were used that included classification meth-
odsincludingLogistic Regression, SVM, Linear Discriminant sisalQuadratic Analysis and
KNN as well as different regression methods, sucBugmport Vector Regreissm and Kernel
Ridge Regressior set of 530 data points were used for the evaluatibrwas determined

that SVM waghe algorithm with the best performance. There is no mention of the memory
requirements and poweransumption of he system. A lovpower and lowcost system was

also presented if27] using a mobile phone and body sensors to monitor physiological param-
eters such as heart rate, activity, skin temperature, and electrodermal activity. To predict the
personal thermal comfort the authors used four groupaviif algorithm that includes linear
method such as Logistic regression, #imear methods such as ANN, SVM, NB and KNN, trees
and rules such aBT and RuleBased Classifier as well Ensembles of Trees such as Random
Forest and Stochastic Gradient Boosting. The ensemble algorithms hadyttesthimedian
prediction power with an accuracy close to 73% while no information is provided qother
consumption of the system.

An MLthermal comfort approacts described ir[28] that uses a series of connected sensors

to predict a personalized Thermal sensation index by monitoring hand skin temperature, pulse
rate, and ambient air variables. Measurements of air velocity, air temperature, relative hu-
midity, skin temperature as wagtlulse rate were used for the implementation. Also, the sug-
gested technique is datdriven and adaptable, as well as providing +ixale data. The system

is based on arATmega328 and theML algorithm that was used was the SVM classifier. In
[29], a wearable small device the Microsoft Banis 8sed in conjunction with a Hobo Data
Logger UX100 and temperature and humidity sensors to model personal thermal comfort.
Without the need for a subjective respongdél algorithms were successfully applied to pre
processed data to predict each subject's comfort levdlalgorithms such as AdaBoost clas-
sifier, DT, Gradient boosting classifier, Random Forest classifier and SVM were used on three
different dataset and the modetith the best accuracy was the SVM. However, the proposed
thermal comfort model work can be considered limited due to the accuracy of the used sen-
sors, application usability, and small data size.

A system to improve the thermal comfort of occupants is preéed in[30] using as a classifi-
cation model the Random Forest algorithm with an overall accuracy close to 80%. Also, the
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system was implemented on a Microsoft Band 2 without providing any informatotine
power consumptionTable2 provides a summary of the Statd-the-Art.

Papers| Methods Implementation

[26] Classification and regression Arduino mega and
Raspberry Pi

[27] Linear, nodinear, trees and rules and ensembles mobile phone

[28] SVM ATnega 328

[29], | AdaBoost, I, Gradient boosting classifidRandom For-
[30] estclassifier and SVMRandom Forest Microsoft Band 2

Table2 SCO1Summary of the Statef-the-Art

2.3.1.2 Description

The ASSC is installed outdoors, or in a room or is wearable and can provide measurements

related to heating, ventilation and air conditioning. The ASSC can also serve as a weather mon-

itoring station. Moreover, the wearable version is used for thermal comfort monitoring. The

ASSC automatically informs a room controlling system to adjust thingea&entilation or air

conditioning in order to achieve the optimal environmental conditions as predefined by the

dzZASNX 'y LI AOFGA2y AyadaltftSR Ay Iy SyR dzaSND
ronmental conditions in reaime as well as théhermal comfort levels of the users. Every 15

minutes, the card measur&3Q, temperature, humidity, atmospheric pressure as well as light

intensity. LG adzoaSljdzSyidfe GNryavYAGa (GKS NBadzZ Ga G2 |
troller using BLE ADV ews. Also, the endisers must define some initial parameters, before

the Almodule of the AMANDA card is enabled. The clothing insuladiarfloat value with a

range between 0.5 and 1, that describes the amount of clothing required by a resting human

to maintain thermal comfort at a room temperature of €1, the metabolic rate with a range

between 1 and 1.3, the building type (Office, Seientre Others) if the ASSC is installed in

a room as well theooling systenof the room (airconditioned withoutoperable windows,

naturally ventilated without mechanical cooling or mixeghde).

2.3.1.3 Main functionality
The SVMalgorithmwaschosen for this &narioas it has a low latency retéime prediction
requires aminimumamount of memoryand haghe best accuracy
The process for the implementation of Edge Intelligence fod$@ludes two stages:
{1 Training on an external node
1 Prediction orthe AMANDA ASSC
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Figure7 Scenario SCO1: Environment and thermal comfort monitoring

Figure7 presents the system workflow with the firStsteps (Preprocessing, SVM training,
export weights) taking place in an external node while the remainirggexecutedon the
AMANDA ASSC.

1 PreprocessingThe data used in thiSenario is categorized into numeric (@m-
perature, humidity, atmospheric pressure, light intensity) and categorical features
(clothing insulation, metabolic rates, cooling strategy). Before the training of algo-
rithms starts, missing values or outliers are removed and a standardization misthod
applied in thenumeric featuresTable3 summarizeghe descriptive statistics of the
numeric featuresSubsequently, with a ratio of 0.2, the inpddta is divided into two
datasets, one for training and the other for testing

1 SVM training Before the SVM model can be trained, there are a few parameters that
must be set. The kernel is a function that transforms the input data into the required
form. There are different types of kernel functions that can be used for different ap-
plications but for SCO1 thkBF) was used as it had the best performance combined
the numeric and nomumeric features. The C parameter is a feature that can affect
the performance of the algorithm. It is a parameter that adds a penalty for each mis-
classified data point. Whe@is small, the penalty for misclassified points is minimal,
so a decision boundary with a large margin is chosen at the expense of a greater num-
ber of miglassifications. While, when c is large, SVM tries to reduce the number of
misclassified instances as a result of the high penalty, resulting in a decision boundary
with a narrower margin. Thus, value 2 was used for $henario. Subsequently, the
use ofRBF requires configuring one more parameter of the SVM algorithm the gamma
value. Gamma is a hyperparameter that decides that how much curvature we want in
a decision boundary. A high value of gamma means more curvature while a low value
less curvature. Bferent values were testd and was determined thathe value with
the best accuracy was 1

1 Export weights.The SVM model is a lightweight algorithm and so no quantization
method needs to be applied to its weights. Thus, the model weights can be used in
the next step for prediction

The prediction of SCO1 is described by the feature thermal sensation that is a categorical fea-
ture with a range of values betwee8 and +3 with3 to mention that the user feels very cold
while with 3 that it gets quite warmAlso-2 refers as cookl as slightly cool, O as neutral, 1 as
slightly warm and 2 as warnThe Edge intelligence module in tiisenario includes the data
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acquisition as well feature scaling of the input dataset. The numeric input data from the envi-
ronmentd sensors must be on the same scale as the training data. Subsequently, the exported
weights of the training phase are loaded from the MCU. The output of the edge intelligence
node contains an integer value froi to 3.

Tem- Humidity | CQ Atmos- Light dothing | Meta-
pera- pheric inten- insula- | bolic rate
ture pressure | sity tion
Type Float Float Integer | Float Integer | Float Float
Count | 30771 | 30771 30771 | 30771 30771 | 30771 | 30771
Mean 25.62 | 49.56 775.45 | 1020.45 654 0.67 1.20
Std. 6.13 14.97 87.34 |1.25 64.5 0.32 0.18
Devia-
tion
Min 13.55 10.71 251 1000.1 32 0.00 0.70
25% 21.10 | 38.43 458 1005.2 540 0.47 1.10
50% 25.64 | 48.72 543 1020.35 653 0.60 1.20
75% 29.85 | 60.00 884 1045.12 712 0.78 1.22
Max 45.22 95.30 1.454 | 1070.4 1302 2.70 3.80

Table3 SC0O1Descriptive statistics of the dataset

2.3.1.4 Dependencies to other components
As can be seen froffigure?7, data are exchanged between the data fusion, cybersecurity and
edge intelligence module. The AMANDA system receives raw data from the temperature, hu-
midity, CQ, atmospheric pressure and ligeensorwhich are used aan input to the data
fusion optimization engine&Subsequentiythe output is used as input for the edge intelligence
module which adapts an SVM model to predict tinermal sensationLastly, the data is
passed to theybersecurity software module to ensure that no sensitive data will be wirelessly
OGN yaYAGUGSR G2 3JdzZ N ydSS GKS aSOdzNAGe 2F (GKS
9 Data fusion optimization engineFor SC01 Rrobabilitybased methods in the form
of aBayesian network as used in ordetio express the dependency between random
input variables and construct the relationships between the different data points
Also, a preprocessing of the data was applied transforming the raw data to a-float
point format and organizing theput data into data blocks
1 Cybersecuritysoftware module. The output of the edge intelligence includes a cate-
gorical variable with a range of values betwe8rand +3 which is encrypted by the
cybersecurity module using a Ph&sed encryption scheme

2.3.1.5 Experimental Results

The SVM model in SC01 had an accuracy closk4&®with an flscore close to @2%.The
f1score is a metric that estimates how well each class is predi€tezldataset used for eval-
uation contained 6155 instances for all possiddues of thermal sensation while the initial
dataset used for training contained 24600 instandesble4 illustrates the predicted and true

labels foreach class. As can be observed the instances that have been successfully classified
are presented with blue colour while the remainders refer to incorrect predictions.

-3 1305 (11 0 0 5 2 0

-2 19 970 21 3 2 4 5
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1 10 37 518 |3 4 4 4
0 3 13 8 250 |11 |4 2
1 0 13 8 5 572 |22 15
T
o]
‘;f 2 3 16 3 3 11 |965 |37
Q
Qo
S 3 0 12 5 3 5 22 1228
a
3 2 1 0 1 2 3
True label

Table4 SC01Confusionmatrix

The SVM model has a computational complexity of 600 muldipbumulate operations per
input and a decision execution time of about 35 milliseconds. The memory requirements of
the SVM model for SC01 was about 15.87kB adding the size of each input datbcSiye

input data of temperature, humidity, atmospheric pressure, clothing insulation and metabolic
rate are float values and need 4 bytes for every instance. While, input d@@golight inten-

sity, building type as well cooling system are uintl6 amédgtires2 bytes per instance.

mW
Wasted power
during wake-up
25.2 A
Power : Power
consumption , consumption
during sleep i during active
mode I mode msec
0.6 ! R
1535 ms

Figure8 SCOiPower consumption

The amount of power used in active mode (data collection and processing) and standby or
deep mode is the overall power consumptidfigure8 presents the power consumption of

the AMANDA card in active mode as well in sleep mode for SC01. When threroaids in

sleep mode the power consumption is about 0.6mW as all the sensors and the MCU has neg-
ligible consumption. In active mode, an increase in consumption is observed with a max value
of 25.2mW.Also, the execution time was 1535 msec, with 1500 nieseecneasurements of

input data and their transmission to edge intelligence module and 35 msec for the decision of

the Almodel.

2.3.2 Scenario SC02: Fire monitoring
2.3.2.1 State-of-the-Art
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An increasing number of publications on fire monitoring and warning systewesbeen pub-

lished in recent years, but literature on their application on embedded systems is still limited.
Tableb provides an overview of different embedded fire detection systems, with comparisons
made in terms of the number and type of sensors used, classification algorithms, and imple-
mentation platforms. Environmental sensors such as temperature and humidity, as well as
image sensors, are among the sensors used. The classification algorithms used are based on
the FZtechnique, ifthen rules, ANN, CNN and the Demps#rafer theory (DS). The algo-
rithms have been implemented on the Arduino Uno, Raspberry Pi, Mica Z, Beaglebone and
MSP430 platforms.

AFZbased multisensor fire detection system was describg@ihand CNNs were trained for
indoor and outdootScenarios. Multipldire signatures, such as fires, smoke, and heat, as well

as photos from surveillance cameras, were used by the system. It was developed and tested
on a Beaglebone microprocessor, with a CNN algorithm that was 94% accurate and an FZ al-
gorithm that was 90%curate. In[32], a device based on FZ was developed to detect the
presence of fire using an Arduino Uno. Sensors for flame, temperature and smoke were used
to capture data.

In[33] the authors developedrad deployed a Wireless Sensor Network (WSN) for fire detec-
tion in indoor spaces using multiple sensors. To detect fire, smoke, gas, and temperature sen-
sors were used, with a Raspberry Pl operating as the main processing device. The deployed
sensors' energgonsumption was also calculated, with a minimum of 0.5mW and a maximum

of 60mW per hour reported.

A lowrate, low-power sensor node for early detection and monitoring of fire was designed
and evaluated ii34]. Using a temperaturand humidity sensor, the authors developed two
algorithms on an MSP430 microcontroller. The first algorithm was based on a comparison
method, while the second was based on DS theory. On gptwmer ATmegal281 processor,

the same algorithms were used [B5]. The first algorithm used temperature, humidity, and

light sensors and was based on a threshold method. The second used DS with the nodes being
equipped with temperature and humidity sensors[36] presented a method that combined

WSN and ANN to detect forest fires. Data was collected usingdstsensor nodes, such as
temperature, light, and smoke sensors, and the collected data was encoded as an input to
ANN. For various cases, the accuracy earfgom 87% to 99%, while the system's power con-
sumption was not recorded.

Papers | Sensorg Type of sensors Classification| Implementation
[33][36] | 3 Enmyronmental andmage| FZ Raspberry Pi
[31] 4 Environmental and imag| FZ& CNN Beaglebone
[32][35]( 3 Environmental K Arduino Uno
[34] 3 Environmental DS Theory [ MSP430

Table5 SC02Summary of the Statef-the-Art

2.3.2.2 Description

The ASSC in SC02 is installed in a room or outdoors and will be able to detect through the use

of edge intelligence algorithms the presence of fire and will alert intieed the occupants

YR GKS o0dzZAf RAYy3aQa YIylF3aSYSyd 2FFAO0S 2N GKS 24
YAG RSOIFIAf & o2dzi GKS AYOARSYy(d (G2 GKS o0dzAf RAYy 3
department, via LoRa. The features that are used far3tenario includes th€Q data with
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a range of @; 1500ppm, the temperature with a range ofdD°C, the humidity with a range

of 0- 100 and the VOC data with a range ef3img/m?. Until the concentration o€EQ crosses

a pre-set threshold, the device remains in sleep mode with the lowest power consumption.
When this occurs, the MCU will wake up from its sleep mode due t€@eensor interrupt,

and input data for temperature, humiditfzQ, and VOC will be available in ordercteeck for

the presence of fire using Al. In case of fire, data is transmitted using several LoRa frames and
BLE frames to increase the probability of getting the important message through. The use of
Al andCQ measurement requires more energy. Howeveatalis transmitted only if there is

fire. It means that the wireless part's energy consumption is minimized since no transmission
is expected during regular periods when there is no fire. The cycle duration can be increased
if several cards are in use, lzrse of the overlap, which leads to an improvement of the en-
ergy performance.

2.3.2.3 Main functionality

The ANN was used to check for the presence of fire and specifically thedaPhodel with
low memory requirements, higaccuracy predictions and fast piietions in reatime was
needed.Figure9 illustrates the system workflow with the first 4 steps (Pmecessing, MLP
training, quantization, export weights) takipdace in an external node while the remaining
on the AMANDA ASSC.

ez Tpaining L ______
1 1
1 1
: :
| :
' Humidity !
' [Pre-processingjg» trg‘?rl;i':lg 4> —— (Export weights .
: o, :
1 1
1 1
1 1
\ VOC 1
1 1
1 1

_________________________________________________________________________

_____________________________________________________________________________________

_____________________________________________________________________________________

Figure9 Scenario SC02: Fire monitoring

1 PreprocessingData that contains missing value or outliers are removed. A standard-
ization method is applied shifting the distribution of each attribute to have a mean of
zero and standard deviation of The descriptive statistics of the numeric features are
shown inTable6. Also, the input data is divided into two datasets, one for training
and the other for testing with a ratio of 0.2

1 MLP training.Different methods with varyingiumbers of hidden layers and units
were tested, but the accuracy remained constant as the number of layers and units
increased. Since the primary goal was to build a model with the smallest memory
footprint, lowest power consumption, and maximum accuraowyy hidden layers
were used. Also, the rectified linear unit was used as an activation function in both
hidden layers because it had the best convergence efficieBoywhen the input val-
ues of a model are negative or approach to zero, the network igpletto learn from
the training phase because the gradient of the data will be zero. On the other hand,
when the output of ReLU is zero, this node will be deactivated. Thus, this method
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reduces computational cost as only nearo neurons will be activatedrherefore,
using ReLU allows the network to converge very quickly even with two hidden layers.
Since this was a supervised classification problem with only two values, zero for no
fire and one for fire, the sigmoid feature was used for the output laybee MLP was
trained using the Adaptive Moment Estimation, an optimization algorithm that up-
dates network weights iteratively based on training data. It used in the training phase
to reduce the losses of ANN, modifying a number of attribute$ ascweightsaand
learning rate
1 Quantization. Quantization is a technique that reduces the number of bits that are
used to store the values of weight and activation functions of predictive algorithms,
converting the initial 32it floating-point values, to fixegboint integers. For thisce-
nario, 8 bits for quantization are used as the quantized model had a small memory
footprint and a better classification performance
1 Export weightsThe output from the above training phase contains the weights of the
model as multidinensional arrays that can be used during the next step for prediction.
The size of the exported weights is dependent on the Al algorithm that has been se-
lected as well from the quantization technique followed
The prediction of fire occurrences is a proceslthat takes over on the MCU, using the
weights of theANNwhich have been trained in the previous phase. The Edge intelligence
module in thisenario includes the data acquisition as well feature scaling of the input da-
taset. The input data from the emeinmental sensors must be on the same scale as the train-
ing data. Thus, atandardization method was applied. Subsequently, the quantized weights
of the training phase are loaded from the MCU. The output or prediction of the edge intelli-
gence node containg for fire incidents and 0 for no firén order to train and evaluate the
MLP model a set of data has been collected usingethgronmentalsensorsThe raw data,
which describes the two possible events of fire and no fire, was collected-sgcihd iter-
vals in an office with a temperature of 23°C and relative humidity of 32%. A small fire incident
was simulated. Approximately 4500 data points have been collected in total from the temper-
ature, humidity,CQ and VOC sensors, with a precision of two oheds. The dataset was
therefore balanced since it had similar numbers of instances from the fire and no fire classes.

Temperature| Humidity | CQ VOC

Type Float Float Integer | Integer
Count 4530 4530 4530 | 4530
Mean 28.70 31.66 828.84 | 188.01
Std. 1.04 3.45 697.81 | 695.38
Deviation

Min 26.07 23.46 0 0
25% 28.15 29.61 447 7
50% 28.59 30.76 530 19
75% 29.17 32.84 895 74
Max 45.54 49.66 16400 | 17023

Table6 SC02Descriptive statistics of the dataset

2.3.2.4 Dependencies to othecomponents

The prediction phase iRigure9 describes the dependencies between the data fusion, edge
intelligence and cybersecurity modules. The AMANDA system receives raw data from the tem-
perature, humidity,CQ and VOC which are usesd the input to the data fusion optimization
engine.The output from the data fusion module is used as input for the edge intelligence
module. Then, the output from the edge intelligence module and specififrally the MLP
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model, which contains 1 for firacidents and 0 for no fires passed to the cybersecurity soft-
ware module.

1 Data fusion optimization engineFor SCZ the DempsterShafer theory was used in
order to extract new features and in order to increase the need for data completeness
of the Senario since it combines different sensor sources to ensure that the system
has enough details to make a decision

1 Cybersecurity software modulelhe output of the edge intelligence module includes
a binary variable which is encrypted by the cybersecumibdule using a PL&sed
encryption scheme

2.3.2.5 Experimental Results

The MLP model with an-i8it representation of weights had an accuracy dfZ6 with an f1

score of 97%. The Hcore was affected by an incorrect classification of class 0 values to class
1 (fire occurrences). lthese casesthe system generates false alarms, although this form of
mistake has less implications than the reverse situation, where the alarm is not activated in
the event of a fire. Alsdsigurel0 presentsthe training and validation accuracy of the model.

For the training phase, almost 80% of available input data for the sensors were used while the
other 20% for the testing or Vidation phase. On both the training and evaluation datasets,
as can be seen aft@&0 epochs, exceptional accuracy has been achieved.

Training and Validation accuracy

10 1
0.9 1
., 0.8
@
-
4 074
0.6 -
J = Training accuracy
0.5 1 — wvalidation accuracy
o 20 40 &0 80 100
Epochs

Figurel0 SC02Accuracy at each epoch for train and validation dataset

To evaluate the performance of the proposed model for SC02, an-ARdC€eiver Operating
Characteristics (ROC) curve was used. The ROC is represented by a probability curve with the
false positive rate on the X axis and the true positive rate on the YTdasAUC measures a
classifier's ability to correctly divide a dataset into two classes. It's also useful as a ROC curve
summary. The range of acceptable values-$][@vith 1 indicating that the model is a perfect
classifier.

Figurell presents the AUEROC curve. The solid line describes the quantized model with 8
bits, while the dashed line the initial model which is represented with 32 bits. Vdities of

0.97 and 0.94, respectively, the performance of both variations was very close, with a small
decrease for the model with 8bits.
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The MLP model has a computational complexity of 1.8K muliptyimulate operations for
each input and an execution time of approximately 43msec for each decision. S&ehario,
the quick execution time is particularly critical because, in the eveatfioé, there should be

False Positive Rate

Figurel1 AUGROC curve for SC02

825464AMANDA

an instant warning for immediate action. The memory requirements of the MLP model in the
AMANDA card was about 25.65kB adding 4 bytes for every feature, as the input data from the
temperature and humidity sensor are float valuesile from the C@and VOC are uint16.

Wasted power

w )
m during wake-up
54.4 4
|
|
Power I Power
consumption ' consumption
during sleep : during active
mode | mode
15.2 1 ] 1
| | | 1
] | | 1 msec
) 2043 ms

Figurel2 SC02Power consumption

Figurel?2 illustrates the power consumption of the AMANDA card in active mode as well in

sleep mode. The card remains in sleep mode until the concentration pfrGsses gpre-set

threshold or the 18second interval has elapsed. In this mode, the power consumption was
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is observed with a max value of 54.4mWthe execution time was about 2043msec, with

2000msec for theneasurements and 48sec for the execution dahe edge intelligence mod-

ule.

2.3.3 Scenario SC03: Continuous occupancy monitoring in a parking lot

2.3.3.1 State-of-the-Art

The number of cars (or personal motor vehicles in general) isiegerasing in the world,

especially in developed countries and regions, where people can afford a car. It is not unusual
that a family has more than one private car, and there are also many company cars available

for their employeesd.g.,for business trips or for personal useveall). The statistics provided
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by Eurostat indicate that there are about five hundred cars per thousand inhabj@&#itsThis
causes a huge problem not only for transportation infrastructure, but also for finding available
parking spaces. People go anywhere by driving their own car even only for a short time, then
they need to park the car. This problem gets even worse in cities, where it sometimes takes a
huge effort to find a place to park a vehicle. It increases otheri¢rafbblems, such as traffic
jams and air pollution in cityentres One of the fundamental problems underlying within the
Smart City concept is the reduction of traffic congestion in the Kitpwing that drivers spend

an average of 7.8 minutes lookingy fa free parking place, the development of smart parking
systems in order to find free parking spaces more efficiently could contribute to minimizing
traffic congestionSuch problems are even more emphasized by knowing that approximately
30% of daily traffic congestion is caused by drivers looking for a free parking[88hdt has

been reported39] that more than 45% of total traffic congestion is due to drivers looking for
avalable free parking spotslo this endsmart and sustainablemobility is, now, oneof the
central concepts in the vision of the Smart City, where tfiglays a very important rolgtQ],

[41]. A smart parking management system caake the process of finding a parking space
guicker and less frustratinrgnd use existing parking spaces more effic[d@{. Smart jarking
solutions vary with regards to sensing technologies and methods that are used for parking
space occupancy prediction and classification.

The majority of articles focused on predicting parking occupancy or availability based on the
history of occupancy for axgn parking lot which included datane information and occu-
pancy statusSome researchers do not utilize a particular sensing device, instead focusing on
publicly availablelatasetq43], [44], [45], [46] concentrating the goal of their study in finding

the most appropriateML technique for prediction or classification of a free parking space.
They provide a machine learning modigsed framework that may be used in future systems,
rather than discussing or proposing an entire technical architecture for their approach.

To this endlthere are now ITS systems that collect and process traffic data (vehicle presence,
vehicle speed, vehicle density and occupancy ratios, etc.) from vehicle detector sehsses. T
can be intrusive (#moadway) or nonintrusive (over roadwald7], [48]. Intrusive detectors

are embedded in the pavement, taped to the surface of the roadway, or mounted on the
roadway surfaceThis group includes inductive loops, pneumatic road tubes, piezoelectric ca-
bles, and capacitive sensd#8]. Nortrintrusivedetectors are placed above the surface of the
roadway or on poles adjacent to it, so that they do n@rdpt traffic flow during installation

and maintenance. Some examples are video cameras, acoustic signal processors, radar, and
ultrasonic and infrared sensof48]. All these solutions, however, are powungry and ex-
pensiveto deploy and maintain, hence inadequate for laigmale deployment WSNs, which

are preferred over wired sensor networks to cover large areas. Magnetic sensors based on
magnetoresistors have recently been proposed for vehicle detedtieh [50] because they

are quite sensitivegompactandresistant to external environmental conditions includnagn,

wind, snow or fog than sensing systems based on video cameras, ultrasound or infrared radi-
ation. WSNs based on magforesistors can detect and track moving vehicles to obtain vehicle
count or speed statistic®1], [52] but no experimental analyses are known about the use of
magnetoresistors to detect static vates in spite of its interest, for example, to know where
empty parking spots are and for street parking control. Further, published solutions rely on
voltageamplitude based interface circuits, which are more complex, expensive and power
hungry than a dict connection of magnetoresistive sensors (AMR and GMR) to a microcon-
troller [53]. Recent advances of wireless sensor networks, alonglevititostsensor devices,

Web technology and pervasive computing gained momentum to dparsion of the I0T eco-
system[54], [55]. In recent years, a number of solutions have been proposed aimed at resolv-
ing the problem of finding free parking spaces aimed at establishing a green enemband
increasing the quality of life in Smart citig®], [57]. The implementation of solutions for the
detection of free parking lots in the context kT is based on the deployment of sensors that
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can sense the environment (for example, the presence of vehicles) and trahsinitata to

a central server for further processing (e.g. via radio chanB8ellection of the appropriate
sensor device for vehicle detection rather depends on the requirements of a parking lot, fo-
cusing on solutions that preserve high accuracy while reducing the overalb8pst

2.3.3.2 Description

The ASSC in Scenario SC03: Continuous occupancy monitoring in a parking lot is installed on
the wall of each parking spot of an indoor or outdoor parking lot. Each ASSC serves as a wire-
less node and incorporates variodata fusion and edge intelligence methods in order to de-

tect whether each parking spot is occupied or not. The AMANDA system receives raw data
from the magnetometer which is used as the input to the data fusion optimization engine
which incorporates a Kaian filter in order to contain the noise and various inaccuracies that
come from suclasensoring system. The output is then used as input for the edge intelligence
module which adapts a binaBTto detect the presence of a vehicle in each parking spot.

Training

_________________________________________________________________________

—————————————————————————————————————————————————————————————————————————————————————

_____________________________________________________________________________________

Figurel3 Scenario SC03: Continuous occupancy monitoring in a parking lot

2.3.3.3 Main functionality
Figurel3 presents the system workflow with the first 4 steps {PrecessingPecisiontree
training, quantization, export weights) taking place in an external node while the remaining
on the AMANDA AXC.
1 PreprocessingData collected by the magnetometer sensor may contain missing val-
ues or outliers that must remov@.he data fusion optimization engine uses a stand-
ardizationmethod to adjust the distribution of each attribute in ordertave a mean
of zero and a standdrdeviation of one.
1 DTclassifier training.There are several parameters that have to configure before the
training of theDTmodel. Some of them are the criterion, which defines the function
to measure the quality of a splithere are two functions available, the Gini criterion
for Gini Index and the Entropy for Information GaMso, there are two different split-
ter parameters, which defines the strategy to choose the split at each node. The pa-
NI YSGSNEBE Ay OfftdaRiSH SING Sg KinoCBka (1IBK 25203 S&a G KS o0Sad
splitter which select randomly the best split. For the AMANDA ASSC, the Entropy split-
SN gl a aSt SOGSR O2Yo0AYyAy3d gAlUK GKS ao0Saié
the smallest memory footprinfThe following equation describes the Entropy, where
n is the frequentist probability of a cla¥®n the dataset:
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o}l AlTg

1 Quantization.For thisSenario, 16 bits for quantization are used as the quantized
model had a smathemory footprint and a better classification performance

1 Export weightsThe output from the above training phase contains the weights of the
tree model that can be used during the next step for predictibne different pre-
dicted classes anfcenarios arg@resented inTable7

Occupied Free

Vehicle right nextthe ASSC f S| NJ &
t FNJAY3 { LI OS¢ hdzi O

Vehicle above the ASSC/ f SI NJ & | No mahgnhetic threshold reached Clear
t I NJAY3 { LI OS¢ hdzi JGaCNBES t I Nuicofm@ { LI O

Vehicle far from the ASSC Y 0 A 3 dz2
OdzLIASR tFNJAYy3a { LI O

Table7 SCO03: Differenfcenarios for occupancy and free parking spots

2.3.3.4 Dependenciedo other components

Figurel3shows the relationships between the data fusion, edge intelligence, and cybersecu-
rity modules in the prediction phase. Raw data from magnetic sensor were used from the data
fusion module. Thethe output data were used from edge intelligence aytbersecurity soft-

ware module.

1 Data fusion optimization engineFor SCO%he Kalman filterwas used in order to
transforms the raw data from magnetic sensor to a more usable format for the edge
intelligence module

1 Cybersecurity software modulelhe cybersecurity module encrypts the output of the
edge intelligence module using a Ri#ed encryption method

2.3.3.5 Experimental Results

The binary tree used achieved an accuracy of33%. In order teevaluate the algorithm a

dataset was created with magnetic readings from different vehicles such as cars, bikes and
0AO20fSa YR RATFSNBYG RAAGFIYyOS&a FNRBRY GKS ' {{/
LIASR tFNJAY3I { LI OS¢ ICRSBBAAAMN]RIYEBF { W@ OSBEE OF 2 NUA
(Occupied Parking Space or Free Parking Spbakle8 illustrates the number of true posi-

tive, true negative, false positt and false negative for the parking lot occupancy use case.

Predicted: Occupied Parking | Predicted: Free Parking
Space Space

Actual: Occupied Parking | 26151 2279

Space

Actual: Free Parking Spacq 2187 36038

Table8 SC03: Confusion matrix
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Figurel4 AUGROC curve for SC03

Figurel4 presents the AUECROC curvéor SC03The solid line describes the quantized model
with 16 bits, while the dashed line the initial model which is represented with 32 bits, with
values of 0.9&nd 0.93, respectively. As can be seen, a small decrease for the model with 16
bits is observed.

The execution of the binary tree has a computational complexity of 750 mu#tquymulate
operations per input and a decision execution time of about 45sedbnds. The memory
requirements of the binary tree model were approximately 19.57 kB, with 4 bytes added for
input data from the magnetometer as they were float values.

mwW
Wasted power
during wake-up
23.5 A
Power : Power
consumption , consumption
during sleep i during active
12 mode : mode . msec
700 ms

Figurel5SCO03: Power consumption

The power consumption of the AMANDA card in active and sleep mode for SC03 is presented
in Figurel5. When the card is in sleep mode, it consumes approximately 1.2mpéveér

since all of the sensors and the MCU are in sleep mode. In active mode, an increase in con-
sumption is observed with a max value of 23.5miWe execution time was about 700 msec,

with 670 msec for the measurements and 30 msec for the execution aédge intelligence
module.

2.3.4 Scenario SC04: Asset and people localization with access control
2.3.4.1 State-of-the-Art
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A growing number of studies on fall detection systems have been published in recent years,
however research on the implementation of such systemgmbedded systems is restricted.

In [59] presented a smart stick that combineéd with ultrasonic sensors to support visually
impaired persons in navigating. The proposed smart stick provided image recognition, colli-
sion detectim, and obstacle detection. The whole system was implemented on a raspberry pi
and theAlalgorithm was based on a Computer Vision API of Microsoft Cognitive S¢e@fes

A system based on a raspberry pi also presented by Prathali [61]. For object detection

and classification, a deep learning model called YOLO was implemented with an execution
time close to 1.22 seconds on average depending on the number of objects in the[68hge
Also, it provided object information by voice for visually impaired people.

In [63] Zhang et al. designed a fall detection system used a cell phone witlaadriaccel-
erometer embedded in it. The-dlass SVM is usedrfdata preprocessing, and the wireless
channel is used for Internet connection. TKEN technique and kernel fisher discriminant
(KFD) analysis are used to classify the data. shis¢emwas based on an MCU called
PIC18F2455 constructed by the MicrochigArelogy Inc. with main features of the chip in-
cludes 24KByte flash program memory and 2048Byte SRAM. The average accuracy of the im-
plementation was 93 percent, with no mention of power consumption measurements. A fall
detection system presented {i64] based on SVM classification algorithm. The portable unit
with an embedded microprocessor acquires theaxial accelerometer output, and tracking
information about the user's motion is transmitted to a local receiver unit. The acgunf

the proposed method was 95.6% and the platform that the system was based was a low power
embedded system the MSP430F149.

In[65] an MLP model with three input neurons presented, with the acceleration components
collectedby a triaxial accelerometer. The MLP included two hidden layers;fragiagation
mechanism while the output from this detector can be classified into two possible patterns:
fall and not fall. The system was based on a MSP430 arattheacyon averagewvas 946. A

more complex implementation is described[B6]. The wearable system was based on an
ATmega328 and it consisted of an accelerometer, a gyroscope, a thermometer that communi-
cate with an external central node via ZigBéen MLP model was used as a fall detection
algorithm. Furthermore, the system had not evaluated in an experimental testbed. As a result,
there are no performance measurements supplied.

Papers | Methods Implementation

[59], [61] | Computer Vision ARIYOLQ RaspberryPi

[63] KNN & KFD PIC18F2455
[64], [65] | SVM / MLP MSP430F149 / MSP43
[66] MLP ATmega328

Table9 SCO4Summary of the Statef-the-Art

2.3.4.2 Description

The ASSC is carried by the employees of a company. After of some initial configuration of the
ASSC such as defining the user's height and weight and by utilizing the accelerometer along
with machinelearning algorithms, the ASSC can detect if the persenfdiéen and he is un-
conscious or injured. The ASSC transmits the proper information to a local terminal which
projects the status of all employee8ssumption is an average of 1 fall detection every 1
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minutes. The active parts of the embedded system #re accelerometer as well the proces-
sor running the Al algorithm for fall detection. The data usedb@nario 4 include the value
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of acceleration on axis X, y, z in meters per second squared as weHfdiheegn each axis

which is calculated by dividinthe acceleration of each axis with 9.81, the value which is the
force of gravity. Th&lLalgorithm chosen for thiScenario is KNN as it requires a small amount

of memory as well has a short execution tirfiée output of the KNN model can be classified
into two possible patterns, fall and not fall and in more detail in each class are contained some

activities presented in th&ablelO.

Not Fall

Fall

Walking slowly/quickly

Fall forward/backward while walkin
caused by a slip

Jogging slowly/quickly

Lateral fall while walking caused by a sli

Walking upstairs and downstairs

slowly/quickly

Fall forward while walking/jogging caus
by a trip

Slowly/Quickly sit in a halfeight chair and uf
slowly/quickly

Vertical fall while walking caused by fai
ing

Slowly/Quickly sit in a low height chair, wai
moment, and up lewly/quickly

Fall while walking, with use of hands in a
ble to dampen fall, caused by fainting

Sitting for a few moments, attempting t
stand, and collapsing into a chair

Fall forward when trying to get up/s
down

Sit for a moment, thenslowly/quickly lie
down, wait a moment, and then sit again

Lateral fall when trying to get up/sit dowr

Standing, slowly bending at knees, and ¢
ting up

Fall backward when trying to sit down

Standing, slowly bending without bendii
knees, and gettingp

Fall forward/backward while
caused by fainting or falling asleep

sitting

Standing, get into a car, remain seated &
get out of the car

Lateral fall while sitting, caused by fainti
or falling asleep

Stumble while walking

Gently jump without fallig (trying to reach ¢

high object)

Tablel0 SC04Differentscenarios for fall and not fall activities
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Figurel6 Scenario SCO04: Fall detection

2.3.4.3 Main functionality

Figurel6 Scenario SC04: Fall detectipresents the system workflow with the first 4 steps
(Preprocessing, KNN training, quantization, export weights) taking place in an external node
while the remaining othe AMANDA ASSC.

1 Preprocessing Data collected by the accelerometer sensor may contain missing val-
ues or outliers that must remove. A mmax normalization method is applied for
every feature, transforming the minimum value of the feature to 0, the marim
value to 1 and all the other values of the features into a decimal between 0 and 1.
Tablellshows the descriptive statistics for the numeric featur@sso, theinput data
is divided into two datasets, one for training and the other for evaluation with a ratio
of 0.2

7 KNN training There are several parameters that have to configure before the training
of the KNN model. Some of them are the number néighboursthe method for the
distance calculation between the training data and the leaf size. Different numbers of
k neighbourswere tested, but the model with 2 ikeighbourshad the best result as
well had the smallest memory footprint and the lowest power constiorp Also,
there are 3 distance metrics that are often used are Euclidean Distance, Manhattan
Distance, and Minkowski Distance. For @enario 4 the metrics that had the best
accuracy was the Euclidean Distance. The following equation describes the metr

1 Furthermore, the size of the leaf can affect the speed with which the tree is built and
queried, as well as the amount of memory required to store it. The optimal value of
the leaf size for the minimum memomgquirements and the best accuracy of the
model was 30

1 Quantization.Converting the original 3Bit floating-point values to fixegoint inte-
gers, quantization can reduce the overall size of the Al model. FoEtbsario, 16
bits for quantization are uskas the quantized model had a small memory footprint
and a better classification performance
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1 Export weights.The output from the above training phase contains the weights of the

tree model that can be used during the next step for prediction. The siteecéx-

ported weights is described in detail in the n&ettion
The prediction of the KNN model is a procedure that takes over on the MCU, using the weights
which have been trained in the previous phase. The Edge intelligence moduleSoeth#sio
includes the data acquisition as well feature scaling of the input dataset. The input data from
the accelerometer must be on the same scale as the training data. Thus;rmarinormali-
zation was applied. Subsequently, the quantized weights of the traptiage are loaded from
the MCU. The output or prediction of the edge intelligence node contains 1 for fall and 0 for
not fall.

x-acceleration| y-acceleration| z-acceleration| g-force
Type Integer Integer Integer Float
Count 20000 20000 20000 20000
Mean 19.35 -197.42 -43.62 -1.45
Std. 97.13 191.27 153.97 3.05
Deviation
Min -1362 -1903 -1667 -15.44
25% -9 -263 -105 -1.73
50% 20 -233 -46 -0.05
75% 50 -31 18 -0.01
Max 1930 1553 1295 1.06

Tablell SC04Descriptive statisticef the dataset

2.3.4.4 Dependencies to other components
The prediction phase iRigurel6 describes the dependencies between the data fusion, edge
intelligence and cybersecurity moduld®aw data from the acceleration sensor are usad
the data fusion module, while the fused deadee used for edge intelligence or cybersecurity
module. Also, the output data from the edge intelligence module is passed to the cybersecu-
rity software before they argharedwirelessly.
1 Data fusion optimization engineFor SCA, data fusion includes state estimationin
the form of a Kalman filter to extract new featuras well as a prprocessing which
it combines different sensor sources to ensure that the system has enough details to
make a decision
1 Cybersecurity software modulelhe output of theedge intelligence module includes
a binary variable with values for fall and 0 for not fallvhich is encrypted by the
cybersecurity module using a Ph&sed encryption scheme before they are shared
wirelessly

2.3.4.5 Experimental Results

The KNN algorithm haah accuracy close t68% with an fiscore of $.2%. For the evalua-
tion of the algorithm, a test dataset was used, with almost 24000 data for each Téddel2
illustratesthe number of true positive, true negative, false positive and false negativ&éor
nario 4. As can be observed the algorithm had a good accuracy both in class 0 and class 1.

Predicted: not fall| Predicted: fall

Actual: not fall| 23820 829
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Actual: fall 871 24407

Tablel2 SC04Confusiormatrix

Figurel7 presents the AUEROC curvéar SC04The solid line describes the quantized model
with 16 bits, while the dashed line the initial model which is represented with 32 bits. With
values of 0.9 and 0.9, respectively, the performance of both variations was very close, with
a small decrease for the model will6 bits.

ROC curve
1 |:| 7 ".:’:.. ,."'-
;| L
i -
08 - ..f"’
% E H..”
1 I -
w k -
£ : o
£ '
~ 041 -
= L~
.
-
02 1 ’,.-*'"
. KNN with 32bit
.
004 ¥ —— KNN with 16bit
0o 02 04 D& 08 10

False Positive Rate

Figurel7 AUGROC curve for SC04

The execution of the KNN model has a computational complexity ofafiifply-accumulate
operations per input and a decision execution time of abouhd0rhe memory requirements
of the KNN model for SC04 were approximate 17.87kB adding 4 bytes for each input variable.

mwW Wa.sted power
during wake-up
1 -
1
|
|
1
Power | Power
consumption | consumption
during sleep I during active
mode | mode
0.04 ! msec
740 ms

Figurel8 SC04Power consumption

The power consumption of the AMANDA card in active and sleep mode for SC04 is shown in
Figurel8. When the card is in sleep mode, it consumes abodddW of power since all of

the sensors and the MCU are in sleep mode. In active mode, an increase in consumption is
observed with a max value of ImWhe execution time was about 740 msec, with 700 msec
for the measurements and 40 msec for the executibthe edge intelligence module.
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2.3.5 Scenario SC05: Monitor transportation conditions of medicines/vaccines
2.3.5.1 Stateof-the-Art

The massive increase in parcel transports has necessitated the development of effective and
useful intelligent logistics systems. In the field of industrial big data analytics, several prior
researchesave addressed predictive maintenance problemg6¥% the author suggested a
system that it monitoring industrial equipment and predicting when equipment maintenance

is necessary, using Al. They provide one of the first examples of performance assessment and
prediction tools, whictperforms preventative maintenance in order to avoid machine failure.
The authors 0f68] presented a new neural netwoitkased prognostics model to support in-
dustrial maintenance decisions. The failure probabilities based onveddl equipment are

first calculated using the logistic regression method. The failure probabilities are then used as
input into a prognostics model to predict the future value of the failure condition, which is
then used to estimate the equipment's remaigimseful lifetime. For the evaluation of the
system 120 data pointwere used. Also, the evaluation metrics were the RMSE with a value
of 0.18 and the+squared score witla valueof 0.58.

In[69], [70] Al methods and specificalML models such as ANN;TDLogistic regression and
SVM were used to predict machine failures. The deep learning method with the ANN model
had the best accuracy with a value of 96.5% while no information is provided aboutwes po
consumption of the system and the memory requirements. A method basédlLaigorithms

is presented iff71] to track and monitor the shipped packages. The models that were used
included the Gradient boosting, SVM, and Logist8 ANS daA 2y Of F AaaAUSNRE Ak
72.8%, and 61.1%, respectively and the evaluation dataset consisted of 22700 data points.
Also, the proposed method was implemented on an MSP430 while no information on power
consumption is provided.

2.3.5.2 Description

The ASSC is placed in containers that contain sensitive medical supplies such as noedicines
vaccines and collects environmental data and the movement profile during delivery. Edge in-
telligence algorithms and specifically the SVM model in conjunctionthdtisigmoid function

I NE GKSy dzaSR G2 SadAYIFdGS (GKS adzZlid ASaqQ O2yRA
RFGF gAff 0SS aSyid G2 GKS &adzii & YIFylF3aISNRa avl
the SVM model's output is a continuous number wittaage of zero to one. The output value

zero means that the parcel is not damaged during transport while value one means that the
parcel may have been damaged. During monitoring, the system would mostly consume energy
only from the battery. Every 10 minuwtehe card wakes up and measures temperature, hu-
midity, VOC, light intensity and acceleration. The measurements and time stamps are saved
in FRAM. When the shipment is at its destination, the data in the card can be read using NFC
or BLE. Required here alew-power sensors and minimal processing. Variations: During
transportation in small parcels, the card can be programmed to broadcast an alert to a gate-
way (say a smartphone or a device built in the transport vehicle), if some of the parameters
monitoredare outside the safety zone. If the transport box is a hindrance for the communica-
tion of the wireless signal, LoRa can be used, with the SF adapted to the transport environ-
ment. It can be assumed that there will be little light and that the card willarlthe stored
energy. It can also be safely assumed that wireless communication (used only to inform of
problems) will not be often activated. An average of 1 LoRa frame (SF11) every 2 hours is
assumed. In case BLE is used, 20 ADV eaentsssumeevery?2 hours.
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Figurel9 Scenario SCO05: Monitor transportation conditions of medicines/vaccines

2.3.5.3 Main functionality
Figurel9 presents the system workflow with the firStsteps (Preprocessing, SVM training,
export weights) taking place in an external node while the remaining on the AMANDA ASSC.
1 Preprocessing Datacollected by the accelerometer, temperature, humidity as well
light sensor may contain missing values or outliers that must remove. Also, some hew
features such as the min and max value of temperature, humidity, VOC and light in-
tensity set by the supplieare added. A mimax normalization method is applied for
every feature, transforming the minimum value of the feature to 0, the maximum
value to 1 and all the other values of the features into decimals between 0 and 1
1 SVM training There are three paramets for the SVM model that must be specified
for SCO05. The kernel function, the C parameter as well the gamma value. The Gaussian
kernel was used as a kernel function as it had the best accuracy and the less execution
time. Also, the number 1 was chosem fbe C parameter and gamma value since the
model converged faster. Subsequently, the training of the SVM model includes the
use of the sigmoid functioas the output value should be between [0,1]. The following
equation describes the function:

0 —,

Wheref(x) is the output of the SM model with values-[nf, inf]

1 Export weights.The SVM model with the sigmoid function is a lightweight algorithm
with a size small enough that it can run on a limitadmory platform such as the
AMANDA ASSC thus, no quantization methodiede be applied to its weights

The prediction of transportation conditions takes over on the AMANDA ASSC, using the
weights of the SVM which have been trained in the previous phase. The input data from the
sen®rs must be on the same scale as the training data thus amimanormalization method

was applied. The output contaiesntinuousvalues between [0,1] as before the output of the
SVM model a sigmoid function was applied. In order to train and evaluat€\h& model a

set of data has been collected using the sensors that utilize the AMANDA AgBaximately

6000 data points have been collected in total from the temperature, humidity and light sensor
as well from the accelerometer. Also, the data wasddigiinto two datasets, one for training

and the other for evaluation with a ratio of 0.2.
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2.3.5.4 Dependencies to other components
In Figurel9, the dependencies between the data fusion, edge intelligence and cybersecurity
modules are presented. The data fusion module uses raw data from the acceleration, humid-
ity, temperature, VOC anlight sensor while the fused data is utilized for edge intelligence or
cybersecurity. Additionally, the edge intelligence module's output data is processed via cyber-
security software, before being transferred wirelessly.
9 Data fusion optimization engineFor SC05 an AHRS filter with a S&upervised
Learning technique of Fuzzy Logic was used in order to correct the problematic data
andto improve the data reliability to ensure threquired output
1 Cybersecurity software modulelhe cybersecurity module engts the output of the
edge intelligence module usingPd Shased encryption technique

2.3.5.5 Experimental Results

An evaluation dataset was used to calculate the performance of the SVM model and metrics
such as MSE, RMSE arstjared was selected as the predict were continuous values. The
MSE is a metric that indicates how near a fitted line is to the data pd\ge, the prediction

is better when the MSE is lowhe procedure is described by the equation:

0YO B ——

Wheren s the number of data pointsy the observed value ang the predicted valuesThe

RMSE is the square root of the MSE and it is the standard deviation of the residuals (prediction
errors). The residuals are a measure of how far the data pointsame the regression line.

Thus, the RMSE is a measure of how spread out these residuals are. it is defined as follows:

YO YO Mb YO

MAE is a statistical metric that measures the average magnitude of errors in a set of predic-
tions without taking into acount their direction. It's the average of the absolute differences
between forecast and actual observation over the test sample, where all individual deviations
are given equal weight.

L60 -B W s

The Rsquared is a statistical metribat indicates how well a regression model fits the data.
The optimal rsquare value is 1. The closer thggquare number is to one, the better the model

fits. The Rsquare is a calculation that compares the residual sum of squares (SSres) to the
total sumof squares (SStot). The sum of squares of perpendicular distances between data
points and the average line is used to determine the total sum of squares. The following equa-
tion describes the R square score:

v o —

TheMSE RMSE, MA&nd Rsquare score are presented Trable13. As can be seen the SVM

model has a low value in RMSE for the training dataset as well for the test dataset. It is im-
LRNIFYG G2 YSyidAazy (GKFIG GKS Y2 RSERIRERI 2 OSNF
set is also lowWith values of 0.95 and 0.92;9Quared confirms that the model works well

for both training and testing data.
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Training| Testing

MSE 0.0169 | 0.0361

RMSE |0.13 0.19

MAE 0.11 0.18

R-square| 0.95 0.92
Tablel3 SCOSMSE RMSE, MA&BNnd Rsquare value

The execution of the SVM model has a computational complexity of 700 nuadtiplymulate
operations per input and a decision execution time of about 37 milliseconds. The memory
requirements of the SVM model for SC05 was ab@B7kB adding the size of each input
data. Specifically, input data of temperature, humidity, min and max values of temperature
and humidity as well data from accelerometer are float values and need 4 forteery
instance. While input data of light intensity and VOC are uint1l6 and it needs 2 bytes per in-
stance.

wW
m Wasted power
during wake-up
6.87 A
|
Power : Power
consumption ;  consumption
during sleep 1 during active
mode | mode
0.4 { ! msec
| 1 | |
937 ms

Figure20 SCO5Power consumption

Figure20 shows the power consumption of the AMANDA card in active and sleep mode for
SCO05. When the card remains in sleep mode the power consumption is about 0.4mW as all
the sensors and the MCU has negligible consumption. In active rmodsymption increases

to a maximum of 6.87mWTIlhe execution time was abo887 msec, with900 msec for the
measurementas wellas37 msec for the execution of the edge intelligence module.

2.3.6 Scenario SC06: Crowd counting for social distancing

2.3.6.1 State-of-the-Art

In the last few years, a growing number of articles have been published for crowd counting
systems but research on the implementation of such systems on embedded systems is limited.
Methods for counting crowds can be divided into two categoribsisethat handle counting

as an object detection problem and those that use the crowd density estimation based on
features and regression analysis. Detectimsed methods work by training object detectors

to locate each object in an image. As a result, sottrébates from an image are extracted

and used to train a binary or multiclass classifier. On the other hand, the regrézsed
models estimate the crowd count using the image features that have extracted andMiking
techniques performs a regressibetween the image features and crowd size.
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A lightweight method described [2] for counting people in indoor spaces based on motion
and size criteria using a histogram. The system was tested on the iMote2;molo&r plat-

form with highperformance specs, includinan Intel XScale processor, 32MB of flash
memory, and 3RIB of SDRAM. The research dataset included images of 1, 2, and 3 people,
and the above method's accuracy was 89.5%, 82.48%, and 79.8%, respectively. Conti et al.
presented two lowpower CNMNoased methods for estimating classroom occupdii®}. The

first CNN, which has eight layers, is used for head classification and counting. The second ap-
proach used the CNN as a regression model whichfecased on the calculation of people
density. The system was implemented on a Samsung ExynosAdaaset with images from
classrooms was used for theaduation of the system and the root mean square error was
6.42 people with an energy cost of 3.97J/image. Despite the low root mean square error, this
work is not appropriate for an embedded device with limited computational power.

Gomez et al. alsdesigned and developed a low power people counting algorithm using a
thermal image sensor and a CNIMl]. The CNN had three convolution layers, one pooling
layer and for the output was used the softmax function. The system was deployed and vali-
dated on a Cortex M4 platform, with an error raié+ 1 person in 84.4% of the images in the
test set, but the exeution period to measure the number of people took arduh3 minutes

and consumed 0.48Ah. Another disadvantage of the above approach was the thermal sen-
sor's high cost as compared to an image sensdiZzgfthe histogram of gra@nts andSVMis

used for people counting. The proposed system was implemented on an FPGA platform and
low-resolution grayscale images with a dimensior3@0x 280 pixels were used for thece-

nario. The authors compared the performance of the algoritising an FPGA platform and a

PC with an i5 processor and conclude that their method was almost five times faster than the
typical software core system.

Papers| Method Implementation

[72] Based on histograr| iMote2

[73] CNN Samsung Exynos 54

[74] CNN Cortex M4

[75] Based on histograr| FPGA
Tablel4 SCO6Summary of the Statef-the-Art

2.3.6.2 Description

The ASSC wile distributed to the enelsers in order to monitor any potential contact with

an infected person. In that case, the ensder will be informed accordingly to perform a test

and selfquarantine will be suggested to avoid further spreading of the diseageBTE mod-

ule will be used as the main tracking mechanism of the system. The users' anonymity is en-
sured by using the AMANDA card as a physical token for contact tracing in epidemics. Infor-
mation will be sent to a gateway, preferably via LoRa SF7, to inf@main controller about

areas with possible problemRegular messages are broadcasted with BLE in ADV mode (train
of 10 ADV events per minute) for users that have a smartphone and an appropriate app. These
warnings may be used to alert users to potaliti dangerously crowded arealsssumption is

an average of 1 frame every 10 minut@$e active parts of the embedded system are the
imaging sensor, the processor running the Al algorithm for crowd counting as well the LoRa
communication. Communication thi LoRa takes place only when critical situations are de-
tected. The detection of people is achieved by splitting the image into smaller images and
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classified them as people or background. An object detection method was not used as it re-

quired long executin time and high computing power systems. Using this method, a CNN
with a simpler structure and lower complexity is required as the image detection problem was

converted to a binary classification problem. Also, reducing the size of the input image, smaller

convolution kernels will be needed, as well a smaller number of weights that represent the
CNN modelln order to count the number of people in an indoor room, the AMANDA card is
placed on the ceiling.

r--
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Training
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Figure21 Scenario SCO&rowd counting for social distancing

2.3.6.3 Main functionality

Figure21 presents the system workflow with the first 4 steps @precessing, CNN training,
quantization, export weights) taking place in an external node while the remaining on the
AMANDA ASSC.

1 PreprocessingData from the image sensor includes RGB frames wigis@lutionof
320*240 pixels. The pixel values in images must be scaled before being used as input

to the CNN model. The method that was used for pixel scaling was the pixel normali-
zation, regaling the pixel values from the range 6255 to the range of Q4 preferred

for the CNN model. This can be achieved by dividing all pixelssviajuthe largest
pixel value

CNN training.CNN is used in most of computer vision tasks, for image clagdsificat
and object detection. For image classification a CNN model, small enough that it can
run on a limitedmemory platform was used. It consists of two convolution layers
(Conv) with two pooling layers and one fulignnected. Both of them contain a max
poof Ay3d 2LISNI GA2Yy 6AGK {SNYySt &aAl S HEH
the input image gets fully covered by the filter without losing any of its features. Also,
a rectified linear unit is applied at the fullpnnected layer and a softmax functitor

the output layer giving a probability for the classification problem of the input image.
The dropout operation is used before the futlgnnected layer with a dropout rate of

0.4 to improve the accuracy of CNN and to avoid overfitting
Quantization.Quantization carreducethe total size of the Al model converting the
initial 32-bit floating-point values, to fixegpoint integers. For thisSenario, 16 bits

for quantization are used as the quantized model had a small memory footprint and
a better clasdication performance

Export weights.The output from the above training phase contains the weights of the
model as multidimensional arrays that can be used during the next step for prediction.
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The size of the exported weights for the CNN model is smalligh that it can run on

a limitedmemory platform such as the AMANDA card
The final count of people is a procedure that takes over on the MCU, using the weights of the
CNN model which have been trained in the previous phase. The Edge intelligence module
this Scenario includes the data acquisition as well feature scaling of the input dég.input
images from the image sensor must be on the same scale as the training data thus, a pixel
normalization was applied. Moreover, the quantized weights oftthming phase are loaded
from the MCU. The output of Edge intelligence module contains the total number of people
that occupies the room which outcomes, comparing the confidence value from the softmax
function for each selected image. In order to tramdsevaluate the CNN model a set of data
has been collected using the image sensor. There were images that represent four different
behavioursof the employees (wearing hats, covering heads, squatting, putting jackets), dif-
ferent lighting conditions (lightsn, lights off) and images with high density with possibly over-
lapping heads. The training dataset contained almost 2430 images for class person and 1780
images for class background. Data augmentation techniques suchuassiraglithe brightness,
contrastand magnification of the photos were also used to increase the amount of data and
the diversity of the training set.

2.3.6.4 Dependencies to other components
As can be seen frorRigure21, data are exchanged between the data fusion, cybersecurity
and edge intelligence module. The AMANDA system receives raw data fEdmabe sensor
which are used as the input to the data fusion optimization engine. Then the output is used
asinput for the edge intelligence module which adapiSidNmodel to predict theotal count
of people Lastly, the data is passed to the cybersecurity software module to ensure that no
sensitive data will be wirelessly transmitted to guarantee the secgrify G KS Sy R dza SN a
mation.
1 Data fusion optimization engineFor SO8), data fusion is applied usimgKalman fil-
ter to extract new features as well as a gecessing in order to thmputimages
normalized based on the statistical informatidnom the training set
1 Cybersecurity software moduleThe output from the edge intelligence module in-
cludes the total count of people that occupies a room and it is encrypted by the cy-
bersecurity module using a Pb&sed encryption technique

2.3.6.5 Experimentalresults

The CNN model's classification accuracy is calculated using the validation dataset, which in-
cluded images for all of th&cenarios described abovEigure22 and Figure23illustrate the
training and validation accuracy as well as the trainind)\zalidation loss of the model for the
validation dataset. The learning rate that was used for the model was 0.001 and the total
number of epochs was 250. AftéB0epochs, as can be seen from the figures, a remarkable
precision has been achieved, with@uwe of around8.52% and a loss value of around 0.11.
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Figure22 SCO6Accuracy at each epoch for train and validation dataset

Figure23 SCO6Loss at each epoch for train and validation dataset

To evaluate the accuracy of the total crowd counting method, five different datasets were
used, for five different situations. People wearing a hat, empty room, low light conditions,
people very close to each other, with the possibility of overlappingedkinvages that people

are not so close each othdfigure24 describes the final results. As can be seen, there are
four error categories with zero,-1, +2, and +3 errors for a total of ten people inside the
room. The most difficulEcenario, as expeed, was one in which people were extremely close
to each other (high density), with only 40% of the evaluation dataset correctly preditted.
ever, by increasing the number of training images a better accuracy could be achHewved
thermore, a good acceacy was observed in all remainiBgenarios.
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